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Brief history of Computational Linguistics I

▶ 1950s: DARPA Projects to automatically translate Russian into English
▶ 1957/65: Linguistics shifts focus from describing to generating Chomsky (1957, 1965)
▶ 1959: Theo Lutz for the first time generates a German poem with a computer

Lutz (1959)
▶ 1962: Foundation of the “Association for Machine Translation and Computational

Linguistics”, 1968 renamed to “Association for Computational Linguistics (ACL)”
▶ 1966, ALPAC report: MT more expensive, less accurate and slower than human

translation ALPAC (1966)
▶ 1968: Foundation of SYSTRAN, first MT company
▶ 1975: European commission uses SYSTRAN software (first use of MT on EU level)
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Brief history of Computational Linguistics II

▶ 1984: First corpus-based commercial MT system Nagao (1984)
▶ 1992: Study programs established in Germany (Universities Saarbrücken/Stuttgart)
▶ 2011: IBM Watson beats two humans in Jeopardy / Apple Siri launched

https://www.youtube.com/watch?v=WFR3lOm_xhE

▶ 2013: Word embeddings (e.g., word2vec) Mikolov et al. (2013)
▶ 2017: Launch of the DeepL Translator
▶ 2018: Transformer models: BERT Devlin et al. (2019)
▶ 2022: Publicly usable transformer model ChatGPT https://chat.openai.com
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Embeddings

Example (Vector for “köln”)
0.0539 -0.0030 0.0203 -0.1084 -0.0099 0.0705 -0.0546 -0.0433 -0.0096 0.0561 -0.0095 0.0280 0.1726 0.0190 0.0369 0.0217 -0.0002 -0.0309 0.0347 -0.0749
-0.0202 0.0151 -0.0195 0.0001 0.0232 0.0243 -0.0170 -0.0090 -0.0108 -0.0943 0.0376 0.1118 -0.0324 0.0148 -0.0033 0.0537 -0.0681 -0.0733 -0.0201 -0.0329
0.1242 0.0324 -0.0744 -0.0149 -0.0047 -0.0484 -0.0483 0.0481 0.0107 0.0101 -0.0704 0.0500 0.0112 -0.0227 0.0499 -0.0259 -0.0441 0.0712 -0.0157 -0.1271
0.0407 -0.0495 -0.0359 0.0202 0.0024 0.0764 0.0196 0.0267 -0.0117 0.0026 0.0171 -0.0121 -0.1374 -0.0370 0.0247 -0.0113 -0.0094 0.0322 -0.0347 -0.0866 0.0042
-0.0014 0.0067 0.0591 0.0009 0.0085 0.0310 0.0479 -0.0511 0.0198 -0.0886 -0.0274 -0.1364 0.0322 -0.1638 -0.0689 0.0016 -0.1039 0.0059 0.0757 -0.0034 0.1013
-0.0034 -0.0065 -0.0468 0.1577 -0.0065 -0.0478 -0.0004 0.0682 0.0045 -0.0607 -0.0590 0.0343 0.0036 -0.1014 -0.0136 -0.0063 0.0801 0.0360 0.0579 -0.0039
0.0975 0.0500 -0.0558 -0.0095 0.0057 -0.0246 0.1070 -0.0186 0.0669 -0.0781 -0.0569 -0.1286 -0.0834 0.0106 -0.0672 -0.0205 0.0613 0.0290 -0.0545 -0.0481
-0.0882 -0.0489 0.0622 -0.0730 -0.0192 -0.0415 -0.0287 0.0218 -0.0427 -0.0046 0.0255 -0.1164 0.0077 -0.0546 -0.0786 0.0000 -0.0456 0.0943 0.0157 -0.0117
-0.0441 -0.0015 -0.0556 -0.0508 0.0088 0.0418 0.0030 -0.1450 -0.0663 0.0800 0.0172 -0.0289 0.1178 -0.0973 0.0888 0.0637 -0.0295 0.0212 0.0100 -0.0860 0.0035
0.0730 0.0425 -0.0080 0.0885 -0.0166 -0.0765 0.0004 -0.0118 0.0138 -0.0093 -0.0606 -0.0447 -0.0746 0.0131 -0.0447 -0.0763 0.0032 0.1181 0.0542 0.0431
-0.0273 0.0547 0.0135 0.0006 -0.0241 -0.0418 0.0278 -0.0821 -0.0572 -0.0039 0.0214 -0.0196 0.0449 -0.0286 0.0204 0.0681 -0.0901 -0.0266 -0.0287 -0.0874
0.0797 -0.0784 -0.0920 0.0380 0.0411 0.0859 0.0369 0.0595 0.0446 0.0363 -0.0353 -0.0044 -0.0061 0.1134 0.1420 -0.0026 -0.0013 0.0033 0.0508 0.0096 -0.0757
0.0085 -0.0099 -0.0384 0.0218 -0.0259 -0.0112 -0.0212 0.0273 0.0532 -0.0278 -0.0634 0.0317 -0.0022 0.0882 -0.0240 0.0031 -0.0370 0.0747 -0.0097 -0.0315
0.0405 0.0124 -0.1416 -0.0768 0.0363 -0.1248 -0.0134 0.0702 -0.0905 -0.0387 0.0683 -0.0784 0.0886 0.0640 0.0611 -0.0199 -0.0447 -0.1331 -0.1247 0.0540
0.0499 -0.0212 -0.0544 -0.1161 -0.0729 0.0894 0.0532 0.0164 -0.0039 -0.0108 -0.0248 -0.1021 -0.0549 -0.0318 0.0309 -0.0691
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Section 1

Computational Linguistics



Computational Linguistics

Disciplinary Placement

Computational
Linguistics

(≃ natural language
processing , NLP)

Corpus Linguistics

Research interest:
Methods to process language

Research interest:
Language using corpora
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Computational Linguistics

Disciplinary Placement
Computer Science

(Informatik)

Linguistics
(Sprachwissenschaft, Linguistik)

Computational
Linguistics

(≃ natural language
processing , NLP)

Corpus Linguistics

Research interest:
Methods to process language

Research interest:
Language using corpora
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Computational Linguistics

Digital Humanities and Computational Linguistics
Today

▶ Digital Humanities, broadly: Working with ‘digital methods’ on humanities subjects
▶ Linguistics: Study of language
▶ Computational Linguistics: Pioneer DH area Reiter (2014, 4)

▶ … but this is a minority position in CL, often also seen as part of AI

▶ Historically (and still today) split between engineering (natural language processing, NLP)
and science/scholarship (computational linguistics, CL)

 Neurolinguistic programming and natural language processing are not the same
(both use ‘NLP’ as abbreviation)

University of Cologne
For historic reasons, CL and NLP are called “Sprachliche Informationsverarbeitung”
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Experiments



Computational Linguistics

Experiments

▶ Cornerstone of the ‘scientific method’
▶ Used in many disciplines: Natural sciences, social sciences, medicine, …

▶ Experiments are used to verify or falsify hypotheses
▶ Reproducibility: The outcome does not depend on the experimenter
▶ CL: Hypotheses about the operationalisation of language/text phenomena

Example
Position within a sentence is indicative for the part of speech
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Computational Linguistics

Corpus

Manual
Annotation

Gold Standard

Program/
Automatization

System output

Comparison/
Evaluation

P R F

Programm 5.7 9.2 …

Program v2

System output

Program v3

System output
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Manual Annotation



Computational Linguistics

Annotation

▶ Interdisciplinary ‘false friend’
▶ Different meanings in different disciplines

▶ Adding TEI/XML markup: DH community
▶ Adding comments to page margins: Hermeneutic traditions

▶ Literary studies, bible studies
▶ Assigning categories to textual material: (computational) linguistics

Example

Der alte Mann wird verrückt .
Artikel Adjektiv Nomen Verb ? Punkt
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Computational Linguistics

Annotation Guidelines

▶ Describe the way to create the machine-readable truth
▶ What is to be annotated (which words)
▶ Working definitions or tests for categories
▶ Living documents: Need to be iteratively improved
▶ Community-wide accepted standards are needed
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Stuttgart-Tübingen Tagset (STTS)



Computational Linguistics

Stuttgart-Tübingen Tagset (STTS)

▶ Welche Wortart hat das Wort ‘verrückt’?

Abbildung: STTS Guidelines, S. 23
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Computational Linguistics

Annotation Workflow

Theory

Pilot
annotation Analysis

Annotation
guidelines v1

Co
rp

us

Annotation Analysis

Annotation
guidelines v2

Annotation

…

Reiter2020ac; Hovy/Lavid (2010)
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Computational Linguistics

Annotation Analysis

▶ Multiple annotators annotate the same text(s)
▶ Annotations are compared
▶ Disagreements can be quantified (‘Inter-Annotator-Agreement’, IAA)

Cohen, 1960; Fleiss, 1971; Fournier, 2013; Mathet et al., 2015,
▶ Inter- und Intra-AA
▶ …It’s also a good idea to talk to the annotators
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Computational Linguistics

Indirect Annotations

▶ Annotations as a by-product of games
▶ https://www.artigo.org
▶ https://anawiki.essex.ac.uk/phrasedetectives/

▶ Captchas for OCR correction
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Computational Linguistics

Standard Corpora

▶ Iterative improvements of programs
▶ Measuring these improvements

▶ Accessibility
▶ Acceptance in the research community
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Computational Linguistics

Learning from Raw Data

Corpus annotation is expensive, therefore:

▶ Train on things that are already there
▶ word2vec: Is ‘dog’ a context word of ‘lazy’? Mikolov et al. (2013)
▶ BERT Devlin et al. (2019)

▶ Can you fill in this blanked word? (“masked language modeling”, MLM)
▶ Are these two sentences natural neighbours? (“next sentence prediction”, NSP)

▶ Training data available in abundance
▶ As long as there is digital data for a language
 Difficult to control what exactly is in there

▶ More obvious for text-image data sets Birhane et al. (2021) haveibeentrained.com
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