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▶ First impressions on the text?
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Structure

▶ Two Sea Changes in Natural Language Processing
▶ A Formal Description of Prompting
▶ Prompt Template Engineering
▶ Prompt Answer Engineering
▶ Multi-prompt Learning
▶ Training Strategies for Prompting Methods
▶ Applications
▶ Prompt-relevant Topics
▶ Challenges
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A Formal Description of Prompting

▶ Supervised learning: Pθ(y|x) (predict output y based on input x and parameters θ)
▶ Prompting: Use Pθ(x) to ‘derive’ y

▶ Three steps
▶ Prompt addition: Combine input text x with something to get x′ (e.g., apply template)
▶ Answer search: Test various possible answers z on x′, select the one with highest probability
▶ Answer mapping: Map most probable answer z to output y

▶ Sometimes trivial
▶ I.e.: What the model really ‘knows’ is Pθ(x)
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Example
Sentiment Analysis (Liu et al., 2023, 3 f.)

▶ Task definition
▶ Input: text x ∈ X, e.g., x = “I love this movie.”
▶ Output: Y = {−−,−,∽,+,++}

▶ Steps
▶ Define template as prompting function fprompt(·): [X] Overall, it was a [Z] movie.
▶ Prompt addition: Apply fprompt

x′ = I love this movie. Overall, it was a [Z] movie.
▶ Answer search: Identify highest ranking ẑ to fill into [Z]

▶ Z = {excellent, good,OK, bad, horrible}: Permissible values for z
▶ ffill(x′, z): Function that fills [Z] in x′ with z
▶ ẑ = searchz∈Z Pθ(ffill(x′, z))
▶ E.g.: ẑ =excellent

▶ Answer mapping: Map text output to class
▶ excellent → ++
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Table: Terminology and Notation of Prompting Methods (Liu et al., 2023, 5)
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Table: Examples of input, template, and answer for Different Tasks (Liu et al., 2023, 5)
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